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Abstract 

Essentially exact quantum mechanical calculations are carried out 

to determine the energies and lifetimes of the quasi~bound states for a 

system of two (non~linearly) coupled oscillators (one of which is 

harmonic, the other being able to dissociate). For weak coupling the 

system displays mode-specificity, i.e., the unimolecular rate constants 

are not a monotonic function of the total energy, but increased coupling 

and frequency degeneracy tends to destroy mode~specificity. A somewhat 

surprising result is that for a given coupling the degree of mode

specificity is roughly independent of the energy, in marked contrast 

to the fact that there is an energetic threshold for the onset of 

"stochastic trajectories" of the corresponding classical system; i.e., 

there seems to be no relation between statistical/mode-specific behavior 

of the unimolecular rate constants and stochastic/regular classical 

trajectories. In order to be able to treat more physically relevant 

models--i.e., those with more than two degrees of freedom--a semiclassical 

model is constructed and seen to be able to reproduce the accurate quantum 

mechanical rates reasonably well. 

iii 





I. Introduction 

The possibility of mode~specific chemistry is one of the interesting 

1 
questions that has been spurred in recent years by the advent of lasers. 

If a molecule is excited in aspecific way, as is possible with a laser, 

and if attention is restricted to isolated, collisionless molecular 

systems, then the basic question is whether or not unimolecular 

chemistry will occur before intramolecular relaxation processes destroy 

the specificity of the excitation. Stated another way, one asks if the 

rate of reaction and/or other characteristics of the reaction, such as 

the distribution of products, depends not just on the amount of 

excitation energy but on the specific way this energy is put into the 

molecule, i.e., on which modes are excited. 

For one extreme class of molecules, Van der Waals complexes in 

a molecular beam, mode~specificity is obvious. For a given amount of 

2 vibrational energy in r 2•••He, for example, no one is surprised that 

the rate of decomposition depends on whether the energy is initially 

in vibration of r 2 or in the Van der Waals bond. For more normal 

molecules, however, it has commonly been assumed that mode~specific 

effects are unimportant, 3 although several recent experimental studies 

claim to observe them.
4 

Recent theoretical work5 related to mode~specific chemistry has 

taken two directions, one addressing itself to the abstract question 

of ergodicity (classical or quantum mechamical) of the intramolecular 

dynamics, and the other dealing more directly with the dynamics of 

unimolecular reactions. The present paper is of the latter category, 

and our current thinking is that this is in general a more fruitful 



way to address the question. Whether the intramolecular dynamics is 

formally ergodic or not in an infinite time limit does not seem as 

relevant to mode-specificity as does the rate of intramolecular energy 

transfer compared to the rate of the chemistry of interest. This point 

can be illustrated by considering an elementary 2~state model of a 

unimolecular reaction: The rate of intramolecular transfer between 

states 1 and 2 is kin' and states 1 and 2 react at rates k1 and k2, 

respectively; the kinetic scheme is 

1 2 
k. :Ln 

kl 
1 ~ products 

k2 
2 ~ products 

(Lla) 

(Llb) 

The intrinsic reaction rates (the eigenvalues of the master equation) 

are easily found to be 

~ 
k -k 2' 

2 1 2 
kin + kin + ( 2 ) 

(1.2) 

This system is ergodic by construction--i.e., it hops back and forth 

between states 1 and 2 with equal rates, and thus on. the average spends 

the same amount of time in each--but reacts at the statistical rate, 
1 kl-k2 
-z<k1 +k2). only in the limit kin » 1-2-1 . In the opposite limit the 

system is mode-specific--i.e., the rate given by Eq. (1.2) is k1 or 



k2-~even though the intramolecular dynamics is ergodic, 

The strategy in this paper is to investigate a simple model for 

unimolecular reaction, namely two coupled oscillators, one of which 

can dissociate. The object is to calculate the unimolecular reaction 

rates, varying relevant parameters of the potential energy surface to 

see which are most important in distinguishing between mode~specific 

and statistical behavior. There have been a number of studies of uni~ 

6 molecular decomposition of two-oscillator systems. but one of the 

problems with them has been that two degrees of freedom are so few that 

it is actually difficult ever to observe statistical behavior; i.e •• 

with only two degrees of freedom the molecule decomposes too fast for 

any amount of coupling between the oscillators to yield the purely 

statistical limit. In an attempt to circumvent this shortcoming of 

two-oscillator models we have chosen the dissociative oscillator to 

have a potential barrier to dissociation so that the reaction must 

proceed by tunneling. By varying the size of h one can thus slow down 

or speed up the rate of dissociation (tunneling) without significantly 

affecting the intramolecular vibrational dynamics; to the extent that 

the intramolecular dynamics is described well by classical mechanics, 

varying h does not change it at all. 

The particular model we study is described in Section II, as well 

as a more definite meaning of what we interpret as mode specificity. 

Section III then describes the method by which the essentially exact 

quantum mechanical rates were calculated and discusses the results. 

i.e .• the influence of various aspects of the potential surface, 

resonance effects. etc •• on mode-specificity of the reaction rates, 



Some of these results are the expected ones~~e.g., increased coupling 

and degeneracy between the frequencies of the two modes tends to 

destroy mode-specificity in the unimolecular rate constants--but others 

are somewhat surprising: the degree of mode-specificity in the rate 

constants is roughly independent of energy, in contrast to the energy 

~hreshold 7 
which is necessary for stochastic-like trajectories of the 

corresponding classical system. Since rigorous quantum mechanical 

calculations will be impractical for systems with many degrees of 

freedom, a semiclassical model is described and applied in Section IV; 

the results of it are in reasonably good agreement with the exact 

quantum mechanical results. Section V summarizes the conclusions of 

the study and concludes with a brief discussion of some additional 

aspects if preparation of the excited states is not direct; e.g., 

8 in the photodissociation of formaldehyde the initial excitation is to 

a bound state of s1 , the first excited singlet state, followed by a 

non-adiabatic transition back to the vibrationally excited ground 

electronic state so· and then dissociation: 

(1,3a) 

(1.3b) 



II. The Model 

The Hamiltonian for the two~oscillator system we consider is 

where v1 (x) is a potential function as shown in Figure 1, and Vc is 

the interaction which couples the two oscillators. This system has 

only metastable, or quasi-bound vibrational states, which are 

characterized by complex energies E ~if/2. The real part of the r 

complex energy, E , is the energy of the metastable state, and the 
r 

(2.1) 

imaginary part is related to its lifetime T and unimolecular decay rate 

k by 

k - T-l "" f/h 

The goal of a theoretical treatment of this system is to determine 

the complex energies for all the quasi-bound states. and they then 

provide the energies and lifetimes (i.e .• decay rates) of all the 

metastable states of the system. 

It is illustrative to consider first the uncoupled case, i.e .• 

V - 0 in Eq. (2.1). The complex energies are then characterized by 
c 

a quantum number for each oscillator and are additive. 

E n ,n 
X y 

= (E -if /2) + E n n n 
X X y 

where it has been noted that in this uncoupled limit only the energy 

of the x-mode is complex. The energy E and rate constant k for the 

(2. 2) 



quasi~bound state with quantum numbers (n ,n ) are thus 
X y 

k 
n n x' y 

""" E: 

"' r 

n 
X 

n 
X 

+ E 

/h 

n 
y 

(2.3a) 

(2.3b) 

This is the extreme limit of mode~specificity: The rate depends only 

on the quantum number (and thus the energy) of the x-mode, This mode~ 

specific or non-statistical character is seen more dramatically in a 

plot of the rate constant k versus total energy E, as in Figure 2: 

For a statistical, or RRKM-like system, 9 k should be a smooth mono~ 

tonically increasing function of the total energy E, and the present 

uncoupled system depicted in Figure 2 is clearly the opposite extreme. 

Suppose, however, one considers the limit of many closely spaced 

energy levels and computes the average rate constant at energy E, 

~ k o(E-E ) n ,n n ,n n ,n 
k(E) __ x---:y=-_x_y,__~--x~y'--

~ n ,n 
X y 

o(E-E ) 
n ,n 

X y 

(2.4) 

where in actuality the a-functions should be broadened enough so that 

at least several quasibound states have energies within their width 

about E. With the separable approximation in Eq. (2.3),plus the 

. 1 . 1 . . 10 r 
sem~c ass~ca approx1mat~on to 

n 
X 

as 
n 

r 
n 

X 

~ P(sn ) ~/2TI 
x n 

X 

(2.5) 



where P is the one~dimensional tunneling probability for the x~mode. 

and the continuum limit 

2: 
n 

X 

it is a simple calculation to convert Eq. (2,4) into 

k(E) = [2nhp(E)]~l L P(E ~E ) 
n n 

y 
y 

(2o6) 

(2 0 7) 

h • h • • d h TITIV1\6 • o 1 d • 1 • :u w ~c ~s recogn~ze as t e ruNU~ rate express1on ~nc u 1ng tunne 1ng. 

(p(E). the denominator of Eq. (2o4). is the density of quasibound 

rate constant at total energy E is, 

essentially by definition, the RRKM statistical rate even if there 

is no coupling between the modes. k(E) is. of course, a smooth mono-

tonically increasing function of E. Even if there is coupling between 

the modes, it is still possible of course to define the average rate 

k(E) for a given total energy E by averaging the individual rate constants 

over some energy interval. 

The fundamental question with regard to mode~specific chemistry is, 

when coupling between the modes is introduced, do all the points in 

Figure 2 move and fall along a single smooth monotonically increasing 

quasi-bound state depend only on its total energy (and thus equal its 

average value at that energy. the RRKM statistical rate). To investigate 

the extent to which this does or does not happen is the purpose of the 

numerical calculations described below, 



The particular functional forms used for the potentials in the 

Hamiltonian of Eq. (2.1) are 

v
1 

(x) 
1 2 2 
··~ mw x 
2 X 

2 -x: 
e 

2 
2 2 ~x 

V (x,y) = x e 
c 

mw 2 [v2y~n -f y ] 

Th<:~ potential energy is harmonic near the bottom of the well with 

w and w , and through cubic anharmonicities it is 
X y 

(2.8a) 

(2. 8b) 

identical to the well~studied Barbanis potential.
12 

It is of interest 

to see if any of the classical ergodic features 7 of the system are 

relevant to mode-specificity of the unimolecular rate constants, The 

coupling interaction in Eq. (2,8b) has two terms: the n coupling 

serves to dilute the transverse frequency in the saddle point region, 

i,e,, to widen the valley leading to products, and the v2 coupling 

introduces curvature in the reaction path, the path of steepest 

descent down from the saddle points, These are the two kinds of 

coupling13 present in real systems, and one would like to identify 

which is most closely associated with mode-specific/statistical 

behavior. 



III. Quantum Mechanical Calculations 

The complex energies which characterize quasibound states are 

defined rigorously as the poles of the analytically continued Green's 

. . 1 1 h s . 14 
funct1on, or equ1va ent y, of t e -matr1x. In a scattering experiment 

they appear as resonances, with the width of a resonance being the 

imaginary part of the complex energy. The complex energies can also 

be defined as the eigenvalues of the Schrodinger equation with purely 

. b d d' . . 15 
outgo1ng wave oun ary con 1t1ons. 

Within the last few years several new methods have appeared for 

calculating these complex energy eigenvalues by variational methods 

quite similar to those used for ordinary bound states. The Siegert 

. 15 16 e1genvalue approach ' applies the outgoing wave boundary condition 

directly, but the complex scaling method, 17 which is closely related 

to it, is more convenient for our present purposes since it permits 

the calculations of many complex eigenvalues simultaneously. 

17 The complex scaling method makes the following transformation 

of the Hamiltonian by scaling the coordinates x by 

so that 

iS 
X + X e 

d2 
the kinetic energy operator scales as --- + 

dx
2 

transformation has the following effects on 

~2i8 d2 
e ---2. Such a 

dx 
the spectrum of energy 

(3 .1) 



eigenvalues: (1) bound state eigenvalues (if any) are unchanged, 

(2) continuum eigenvalues are rotated down in the complex energy 

plane by an angle 28~ and (3) metastable complex eigenvalues (if 

any) are unchanged except that for sufficiently large angles of 

rotation they are now resident upon the first energy sheet, having 

been effec "uncovered" due to effect (2) above (the continuum 

energies form the branch cut separating the two Riemann sheets). One 

then proceeds to solve the Schrodinger equation, 

(3 .2) 

by conventional bound state methods, i.e., by expanding the wavefunction 

~ in a suitable basis set and diagonalizing the resulting complex 

symmetric matrix. 

18 
Recent work on complex scaling has concluded that in a multi-

dimensional problem it is actually not necessary to scale all coordinates 

but only the one associated with the dissociative degree of freedom. 

Furthermore, this is a desirable procedure to follow since the complex 

scale factor introduces oscillatory character into the basis functions, 

a correct feature for the dissociative degree of freedom but not so 

appropriate for the bound degrees of freedom. 

Thus the scaled Hamiltonian for our model system has the form 

(3 '3) 

where Vis the potential energy function given by Eqs. (2,1) and (2,8), 

The wavefunction ~ is expanded as follows: 



n ,n 
X y 

c 

~11-

n ,n 
X y 

~n (x) Xn (y) 
X y 

where {¢ } and {x } are harmonic oscillator basis functions. 
n n 

X y 
All matrix elements were computed using double precision word 

(3.4) 

size so as to insure stability sufficient to obtain resonances with 

-20 
widths as small as 10. In addition, all computations reported here 

used 40 basis functions for the x degree of freedom and 4 basis functions 

for the y degree of freedom. Truncation of the basis set expansion 

leads to slight dependence of the complex eigenvalues on the angle 

of rotation e. Typically, regions of stability of angle trajectories 

h b h 1 h d 1 11 h 
17 are soug t y grap ica met o s or comp ,ex He mann~Feynmann t eorems, 

but since the imaginary parts of eigenvalues were found to be stable 

to at least three significant figures (some to as many as 8) over at 

least 5 degrees of rotation, this procedure was unnecessary. 

The results of these calculations are discussed below. The coupling 

parameters for the various systems are given in Table I. 

System 1. (see Figure 2) This is the system with zero coupling 

as discussed in Section II. This is the extreme limit of mode~specific 

behavior. 

Systems 2 and 3. (See Figures 3 and 4). These two systems 

illustrate the effects of the two types of coupling (frequency 

dilution for system 2, curvature for system 3) taken separately. 

It is clear from both systems that neither type of coupling alone 

results in significant statistical behavior. There is some tendency 

of the specific rates to coalesce along a single monotonically increasing 



~12-

curve, but these systems are still highly mode-specific. 

System 4. (see Figure 5). This system represents the combination 

of the two couplings, in the same strengths as for the systems 2 and 3 

separately. It is obvious that their effects on the rates of decay 

are non-additive; i.e., their combined effect is to produce a system 

which is substantially more statistical than either of the two taken 

individually. 

~Systems 5~ and 7. (see Figures 6, 7 and 8). These systems 

illustrate the effects of intra~mode degeneracy upon the energy randomiza~ 

tion process. Increased degeneracy between modes is expected to enhance 

5 
the efficient energy transfer between modes, thus resulting in greater 

randomization and "equal weighting" of all contributing states. System 

6 represents the highest degree of degeneracy of the three systems, and 

along with the couplings present, leads to a strikingly statistical 

rate constant profile. 

System 8. An interesting observation of these quantum mechanical 

systems is that there seems to be no energy requirement for statistical 

behavior in the unimolecular rate constant as there does for ergodic 

7 
behavior in classical theory; i.e., for these quantum systems 

statistical behavior is seen to occur at low energies to essentially 

the same extent that it occurs at higher energies, whereas classical 

ergodic behavior typically requires a threshold energy. This point is 

illustrated even more clearly by the final system, which was chosen to 

be one that exhibits a well-defined classical stochastic transition. 

Figure 9 shows, as before, the specific rates as a function of energy; 

the vertical dashed line at the lower energy indicates the on-set of 



~13~ 

7 
classical stochastic behavior (as seen in Poincare surfaces of section), 

and the line at the higher energy indicates the top of the barrier. The 

specific rate constants show no more (or less) mode~specific character 

below the stochastic transition than they above it; i.e., mode-specificity 

in the rate constants seems to have little to do with the classical 

stochastic transition. The two are, of course, monitoring· different 

phenomena. For the classical case the lifetime is infinite no matter 

what the energy of the particle (so long as it is below the top of the 

barrier); i.e., the system has an infinite amount of time to decide 

whether or not it is going to be ergodic. In considering unimolecular 

decay of the quantum system, on the other hand, even though the rate 

of unimolecular energy transfer increases with increasing energy so does 

the rate of unimolecular decomposition, so that the system has less time 

to randomize its internal energy before dissociation. It is thus not 

unreasonable for the degree of statistical behavior in the unimolecular 

rate constants, or conversely the degree of mode-specificity, to be 

similar for all energies, and for these quantum systems this is 

approximately the case. 



IV. Semiclassical Model and Calculations 

The quantum calculations of the previous section are the essentially 

exact results for the given model system, but such calculations would not 

be practical for real molecular systems, which have more than two degrees 

of freedom, There is thus interest in testing simpler approaches that, 

although less accurate, can be applied to more chemically interesting 

systems. 

Cl . 1 . . 1 . 19 b d '1 . d . ass1ca traJectory s1mu at1ons can e rea 1 y carr1e out 

nowadays for small polyatomic molecules. If the total energy is 

above the classical barrier height for dissociation, it is thus 

5 
possible to study unimolecular reactions with existing methodology. 

We show here how a trajectory simulation can be combined with an 

approximate semiclassical treatment of tunneling in order to extend 

these capabilities to the energy region below the classical barrier 

height, as is the case for the present model of Section III (and also 

for the unimolecular decomposition of formaldehyde) , 

a, The Model 

The basic physical idea of the approach is very simple: A classical 

trajectory is begun inside the potential well, and since the energy is 

below the barrier height it will oscillate in the well forever. Each 

time the trajectory hits the barrier (i.e., experiences of a classical 

turning point along the barrier direction), however, it is allowed to 

tunnel through it with a probability computed from the local properties 

of the trajectory at that time, The probability that by time t the 

particle has not tunneled out, i.e., the survival probability P (t), is 
s 



(4.1) 

where Pk is the tunneling probability for the kth time the particle 

hits the barrier (or barriers if there is more than one decay channel, 

as for the potential well in Figure 1), and K(t) is the number of hits 

that have occurred by time t; Eq. (4,1) states that the net probability 

of not having tunneled out by time t is the probability of not tunneling 

out each time the particle hits the barrier, 

Equation (4,1) gives the survival probability for a single 

trajectory, and this must be averaged over an appropriate distribution 

of trajectories (i.e., initial conditions); this is described in 

Section IVb. This averaged survival probability <P (t)> should decay s 

exponentially, and the unimolecular rate constant k is obtained as the 

negative slope of a plot of tn<P (t)> versus t. s 

For small tunneling probabilities. i.e .• Pk << 1, Eq. (4.1) is 

-14 difficult to evaluate directly (because, for example, 1-10 ~ 1 on 

a computer), so it is useful to compute first the cummulative tunneling 

probability P (t), tun 

Pt (t) - 1-P (t) un s 

which can be shown to be given by 

if Pk << 1, then Eq. (4.3) becomes 

(4.2) 

(4.3) 



-16-

p (t) "" 
tun 

K( t) 

E Pk 
k=l 

and this causes no computational difficulty. This is averaged over 

initial condition as in Section IVb to give <Pt (t)>, and then the un 

averaged survival probability is obtained by 

<P (t)> = 1-<P (t)> 
s tun 

(4 .4) 

The key to the model is how the tunneling probabilities {pk} are 

computed. The most rigorous semiclassical approach would be to 

integrate the classical equations of motion along the complex time 

contours for which the particle tunnels through the barrier.
20 

Approximate versions of this based on the assumption of vibrationally 

adiabatic motion through the barrier are much simpler to implement, 

and for the numerical results described below we have used the simplest 

such approximation, the vibrationally adiabatic zero curvature (VAZC) 

approximation.
21 

Within this approximation the classical Hamiltonian 

used to describe the tunneling is 

H (p , s, n) 
s 

2 
ps 1 

Zm + v 0 (s) + (n +z)nw(s) (4.5) 

where s is the reaction coordinate (the steepest descent path down from 

the saddle point), n is the vibrational action variable (i.e., quantum 

number) for the transverse vibration, v0 (s) is the potential energy 

along the reaction coordinate, and w(s) is the transverse vibrational 

frequency as a function of the reaction coordinate. The classical 

trajectories themselves are computed using the full classical Hamiltonian 



-17-

of Eq. (2.1); the approximate Hamiltonian in Eq. (4.5) is used only 

for the purpose of determining an approximate tunneling probability. 

A . h kth . . f . 1 h 1 t t~me tk, t e --- turn~ng po~nt or mot1on a ong s, t e current va ue 

of the vibrational action variable, nk. is determined by energy 

conservation and Eq, (4.5): 

(4 '6) 

the tunneling probability is then given within the VAZC approximation 

by 

(4.7a) 

where 

(4.7b) 

(4.7c) 

0 13 22 
More accurate approximations to Pk are poss1ble • even within the 

vibrationally adiabatic approximation, but they do not significantly 

alter the semiclassical results described below. 

b. Initial Conditions 

We wish to compute the survival probability, and thus the 

unimolecular rate constant, corresponding to a definite total energy 

th E and a specific initial value for n, the zero order (i.e., harmonic), 
y 

quantum number for the bound degree o£ freedom. Since n is only an 
y 



approximate quantum number for the coupled system, this type of 

mode~specific preparation of the system is not precisely equivalent 

to that produced by the quantum calculations of Section III if V ~ 0, 
c 

but should be similar; in any event it does give the same kind of 

i.e., how the rate for a given total energy varies if the 

energy is initially distributed in the molecule in various ways. 

To specify the average over initial conditions corresponding to 

a given E and initial n , one specifies the bound coordinate and 
y 

momentum (y,p ) in terms of their harmonic action angle variables, 
y 

(2n +l)h 
' y 

mW 
y 

PY = Jczn +l)hmw 
1
cos q y y n 

y 

n is set initially to an integer, the initial vibrational quantum 
y 

number for the bound oscillator, and qn is to be averaged over. In 
y 

(4, 8a) 

(4. 8b) 

order to describe the methodology as it would be applied if there were 

many bound degrees of 

Monte Carlo; i.e., qn 
y 

freedom, the average over qn is carried out by 
y 

is chosen as 2n~. for the ith trajectory, 
~ 

where is a random number, The x~motion is started always at a 

classical turning point; i.e., px = 0 and x< is then determined by 

energy conservation, 

H(p ,p ,x,y) = E 
X y (4.9) 

The average over the phase of the x-motion is effected by averaging 

over time t for the first period of the x-oscillation. To see how this 



is accomplished, consider the function P (i)(t), the function Pt (t) tun un 

f E (4 3) f h . th . . h . th i . t. 1 d 't. o q. • or t e 1 traJectory, 1.e., t e one w1 n1 1a con 1 1ons 

qn "" 2Tif,;. 
1 y 

n = given integer 
y 

px = 0 

X "" X< from Eq. (4.8) 

(') (i) 
{tk 1 } and {pk }, k=l,2, •.• ,denote the times of the x=turning 

points and the tunneling probabilities at these times, respectively; 

Figure 10 sketches the typical 

expression for Pt (i)(t) is 
un 

form of P (i)(t). 
tun 

where the quantity Pk (i) is defined by 

The explicit 

(4.10) 

(4.11) 

(1-P(i))(l-P(i)) (4 12) 2 1 • . 

and h is the unit step function, 

~ {1, z > 0 
h(z) -

o. z < 0 

The time average and Monte Carlo average of Eq. (4.11) gives the 

desired averaged tunneling probability, 



<P (t) > 
tun E,n 

y 

- 1 
N 

N 

-20-

t ( i) 

1 (1 
(if Jo dt' 
tl 

p (i) ( t+t I) 
tun 

where N is the number of trajectories run. i.e., the number of Monte 

(4.13) 

Carlo selections of q • 
n 

The time average in Eq. (4.13) can be carried 
y 

out explicitly by introducing the following function 

Qk (i) (t) 

t (i) 

1 !1 
- t ( i) 0 

1 

1 + (t-t (i))/t (i) 
k 1 

(i) 
1, t > tk 

< t < 

so that the averaged tunneling probability is given finally by 

<P ( t) > 
tun E,n 

y 

N 

r: 
i=l 

p (i) Q (i) (t) 
k k N 

Equation (4.2) then gives the averaged survival probability, 

<p ( t) > 
s E,n 

y 
"" 1 - <p ( t) > tun E n • y 

the exponential decay of which gives the rate constants k (E). 
n 

y 

(4.14a) 

• (4 .14b) 

(4.15) 

(4.16) 

When the total energy is above the top of the classical barrier 

height, the above equations reduce to the standard classical prescription 



for computing the survival probability if the tunneling probabilities 

{pk} are set to 0 or 1 (depending on whether or not the classical motion 

passes over the barrier). In this case, for trajectory i one only needs 

to note the time t
1 

(i) that it passes over the barrier~ and the above 

equations reduce to 

where 

1 ~ <P (t)> 
s E,n 

y 

(i) 
tl 

Q(i)(t) - ~1~ r dt' 
t (i) Jo 

1 

1 
""-N 

N E Q(i) (t) 

i=1 

t
1 

(i) is, as before, the time for the first oscillation in the x-potential 

well. 

c. Results 

Figure 11 shows a typical result for the exponential decay of the 

survival probability, from which the rate constant k is obtained. 

Calculations were carried out for all the cases studied quantum 

mechanically, and the agreement in general is reasonably good, For 

the separable case the VAZC approximation for the tunneling probability 

is essentially exact, and not surprisingly the semiclassical rate 

constants are in excellent agreement (~ 10% or better) with the quantum 
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results seen in Figure 2. Figure 12 shows the more typical comparison 

when there is coupling: The points are the quantum results for system 

6 (Figure 7), which shows a high degree of statistical characater, and 

the solid curves are the semiclassical results as a continuous function 

of E (i.e., no attempt was made to quantize the x-mode semiclassically), 

Thus even with the relatively primitive VAZC approximation for 

the tunneling probability, Eq. (4.7), the semiclassical model yields 

rates in reasonable qualitative agreement with the quantum values. It 

is certainly possible to employ more acc·~rate approximations for determining 

the tunneling probabilities, These results are thus quite encouraging, 

for this semiclassical model can be applied with no more effort than 

required for a normal classical trajectory simulation without tunneling. 
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v. Remarks 

Certain aspects of the results described.in Section III are 

intuitively transparent: with no coupling between the modes the 

system is completely mode-specific, and coupling between them 

(and frequency matching as well) tends to destroy the mode-specificity. 

Real molecular systems may be expected to span the entire range of 

these possibilities; i.e., some molecules (e.g., Vander Waals complexes) 

will be extremely mode specific, whereas others will be highly statistical. 

To treat any particular case rigorously will thus require knowledge of 

the potential energy surface, although chemical empiricism (based on 

experimental and perhaps theoretical evidence) will undoubtedly lead 

to rules of thumb for correlating and predicting such behavior. 

What was not anticipated in the results is the absence of any 

energy threshold for the onset of statistical character in the uni

molecular rates. There thus seems to be no direct relation between 

statistical character of the unimolecular rates and stochastic character 

in the corresponding classical system. For example, Poincare surfaces 

of section for the classical systems corresponding to Figures 2-8 show 

no significant amount of stochastic behavior below the classical 

dissociation energy, whereas the unimolecular rate constants for some 

of these systems show a high degree of statistical behavior. Furthermore, 

the classical system corresponding to Figure 9 does show the onset of 

stochastic surfaces of section at a well-defined energy, but the 

statistical/mode-specific character of the unimolecular rate constants 

is essentially the same above and below this energy. We consider these 

observations to be important, although as with any study employing a 



particular model it is not possible to say how general the conclusions 

are. 

The semiclassical model described in Section IV is able to reproduce 

the exact quantum results of Section III reasonably well, and refinements 

of .e., better approximations for the tunneling probability--are 

easily incorporated. This makes it possible to treat more physically 

realistic models, i.e., those with more than two degrees of freedom, 

within the framework of a classical trajectory simulation. 

Finally, we note that in many cases the system is not prepared in 

one particular quasi~bound state. Consider, for example, the photo~ 

dissociation of formaldehyde as in Eq. (1.3). For this case standard 

1 . 23 . h h . 1 . 1 b b"1" ana ysls glve t e quantum mec anlca survlva pro a l lty as 

p ( t) "" ls(t)!2 s (5.1) 

where 

1 
~iEt/h 

s (t) dE e 
= -~ 

E-E -L'l(E) 21Ti 
sl 

(5.2) 

2 

L'l(E) 
l<s1 jvjn>l 

= (5. 3) 
n 

E~E + n 

Here is
1

> and E denote the initial state, 
sl 

* and its energy, of H2co(s1) 

that is excited by the photon; In>, E , and 
n 

r are the quasi-bound 
n 

vibrational states, and energy and width, in the ground electronic 

state s0; and V is the electronically non~adiabatic coupling between 

(If 6(E) is set equal to 6(E ) in the denominator of the 
sl 



integrand in Eq. (5.2), then the integral is easily evaluated and 

gives 

k = 
n 

(t) oc e~kt 

l<s1 1vln>l 2crn/h) 
(E -E ) 2 + (f /2) 2 

s
1 

n n 

a well-known24 approximation.) In this situation it is necessary to 

(5.4) 

know the energies and lifetimes {E r } of the quasi-bound states of 
n, n 

s0, but this is not enough; one also needs to know the coupling between 

the initial stat~ ls1> and all the quasi-bound states )n>. 
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Table I. Potential Parameters 
a 

b 

Figure 
:j: 

w n v2 m 
X 

2 14.14 14.14 14.14 o. 0. .5 1 

3 14.14 14.14 7.27 2.0 o. .5 1 

4 14.14 14.14 14.14 0. 20. .5 1 

5 14.14 14.14 7.27 2.0 20. .5 1 

6 14.14 8.94 4.60 2.0 20. .5 1 

7 14.14 17.89 9.20 2.0 20. .5 1 

8 14.14 11.05 5.68 2.0 20. .5 1 

9 14.14 14.14 14.14 0 170. .4 1 

a For the potential function of Eq. (2.8) and the Hamiltonian of 

Eq. (3. 3). 

bThe local frequency of the y-mode at the saddle point on the 

potential surface. 
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Figure Captions 

1. Sketch of the potential well v1 (x) for the dissociative degree of 

freedom; the functional form is given by Eq. (2.8a). 

2. Rate constants~ k = f/h, for unimolecular decay versus total energy 

E, for the quasi-bound states of the two-oscillator system. This 

case is for no coupling between the two modes. 

3-8. Sames as Figure 2, except for the potential parameters as given 

in Table I. 

9. Same as Figure 2, except for the potential parameters as given in 

Table I. The vertical lines indicate the energies at which 

classical stochastic trajectories first become significant (lower 

energy) and the top of the classical barrier, 

10. Sketch of the cumulative tunneling probability for a given trajectory; 

i.e .• a given set of initial conditions. {tk} indicates the times 

at which the trajectory hits the barrier, and {pk} is the tunneling 

probability for this "hit". See Section IVa. 

11. Typical exponential decay of the averaged survival probability 

<P (t)>E • defined by Eq. (4.12)-(4.16), for the semiclassical s ,n 
y 

model of Section IV. 

12. Rate constants as a function of total energy. for the same system 

as in Figure 7. The points are the quantum mechanical values 

(the same as in Figure 7), and the curves are the semiclassical 

rates k (E) obtained from the exponential decay of the survival 
n 

y 
probability ( t) >E . • ,n 

y 
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